# **I) Data Mining - Classification: the Basic**

# **II) Classification with Imbalanced Dataset**

## Định nghĩa

Tập dữ liệu liệu mất cân bằng (Imbalanced Dataset- ID) là tập dữ liệu mà trong đó một hoặc một vài lớp có lượng mẫu (instances) ít hơn hơn các lớp còn lại. Về lý thuyết, tập dữ liệu có phân phối không đồng đều giữa các lớp đã có thể được xem là mất căn bằng. Nhưng trong thực tế, ta thường tìm hiểu Imbalanced Dataset qua những tập có tỉ lệ chênh lệch rất lớn [[[1]](#footnote-0)]. Cụ thể, tỉ lệ giữa lớp nhỏ (minority classes) và lớp lớn (majority classes) có thể lên đến 1:100, 1:1000 hoặc 1:10000 . Trong các trường hợp đó, những luật phân loại (classfication rules) dự đoán lớp thiểu số thường ít hơn, yếu hơn hoặc có những luật không được tìm thấy [[[2]](#footnote-1)]. Do đó, việc phân loại chính xác cho mẫu thuộc lớp thiểu số rất khó khăn: tỷ lệ mất cân bằng của tập dữ liệu càng lớn thì việc phát hiện mẫu thuộc lớp thiểu số càng khó. Trong nghiên cứu Machine Learning và Data Mining, người ta thường gọi tình huống phải xử lý Imbalanced Dataset là Class Imbalance Problem [[3]](#footnote-2) .

## 2) Class Imbalance trong bài toán thực tế và tác động:

### 2.1) Các bài toán thực tế:

Class Imbalance Problem có thể được xem là một trong những vấn đề lớn nhất của Data Mining và Machine Learning nói chung. Bởi vì vấn đề này xuất hiện phổ biến trong nhiều lĩnh vực thực tế và các kỹ thuật học máy truyền thống thưởng tỏ ra kém hiệu quả. Ta xem xét một số ứng dụng thực tế có xuất hiện vấn đề này:

1. Medical Diagnosis. Cơ sở dữ liệu y tế lưu trữ lượng lớn thông tin về bệnh nhân và bệnh án của họ. Việc khai phá dữ liệu này có thể tìm ra các đặc trưng (features) của một số chứng bệnh và dự đoán chúng. Thông qua hệ thống như computer aided decision (CAD), các thuật toán có thể hỗ trợ chuyên viên y tế trong việc chẩn đoán[[4]](#footnote-3) . Cụ thể như: chẩn đoán bệnh nhân có mắc ung thư hay không. Số mẫu bệnh nhân mắc ung thư nhỏ hơn nhiều so với tổng số mẫu lưu trữ hồ sơ. Đây chính là Class Imbalance Problem. Thực tế, nếu kết luận người bị ung thư là không bị thì mang lại hậu quả lớn.
2. **Phát hiện tràn dầu trên bề mặt đại dương.** [[5]](#footnote-4) Tràn dầu thường do sự cố hoặc xả thải từ các tàu. Hệ thống phát hiện tràn dầu này sử dụng tập dữ liệu đến từ ảnh chụp vệ tinh, từ đó phát hiện các sự cố hoặc hành vi xả thải trái phép. Tuy nhiên, số ảnh có vệt dầu là rất nhỏ so với tổng số ảnh chụp, chính là chênh lệch giữa các lớp trong tập dữ liệu đầu vào.
3. **Phát hiện giao dịch gian lận trong thanh toán**. Ví dụ như gian lận thẻ tín dụng hoặc gian lận thanh toán thuê bao di động. Ở Mỹ, gian lận thanh toán thuê bao làm nền công nghiệp viễn thông tổn thất hàng trăm triệu USD mỗi năm [[6]](#footnote-5). Trong các ghi chép giao dịch, số giao dịch hợp lệ lại chiếm phần lớn, vì vậy việc phân tích và phát hiện giao dịch gian lận gặp khó khăn.
4. Và nhiều bài toán thuộc các lĩnh vực khác, như: Phát hiện xâm nhập hệ thống mạng, quản lý rủi ro, phân loại văn bản,v..v…

### 2.2 Tác động:

Learning = representation + evaluation + search

Pedro Domingos, CACM’12. “A few useful things to know about machine learning”.

Trong đó:

* Representation là Target function f(x;
* Evaluation là Objective/cost/loss function P(f(x;,y)
* Search chính là việc optimize hàm P với tham số. Trong quá trình này, y trở thành tham số và trở thành biến.

Ta xét bài toán phân loại chẩn đoán bệnh ung thư với input là một hồ sơ y tế, output là phân lớp: “dương tính” (có bệnh) và “âm tính” (không có bệnh). Trong bài toán 2-class với 2 lớp được định nghĩa như trên, ta có 4 phân loại đánh giá như sau:

* true positives (TP) - được phân loại đúng vào lớp “dương tính”
* true negatives (TN) - được phân loại đúng vào lớp “âm tính”
* false positives (FP) - được phân loại sai vào lớp “dương tính”
* false negatives (FN) - được phân loại sai vào lớp “âm tính”

Một trong các tiêu chí đánh giá truyền thống là Error Rate: số lượng trường hợp phân loại sai (FN và FP) trên tổng số trường hợp.

Giả sử ung thư có mặt trong 3% trong test dataset, một classifier đánh giá 100% trường hợp là không ung thư (âm tính) thì có Error Rate là 3%. Đây là trường hợp có FN chiếm 3%. Mặc dù con số này có vẻ thấp, từ góc nhìn y tế, việc bỏ qua 3% người mắc ung thư không được chẩn đoán đúng và điều trị là không chấp nhận được. Tương tự, các trường hợp FP, việc chẩn đoán nhầm người không bệnh thành có bệnh gây thiệt hại về tiền, tinh thần và rủi ro phẫu thuật. Tuy nhiên, các classifier tối ưu theo Error Rate hay Accuracy = 1- Error Rate) thường sẽ “ưu ái” lớp lớn: một sample sẽ dễ bị dự đoán là lớp lớn trong khi lớp nhỏ thường là lớp được quan tâm hơn trong các bài toán xuất hiện Class Imbalance[[7]](#footnote-6). Như đã nói ở mục 1, việc phân loại cho lớp nhỏ - ở đây là dương tính với ung thư - là rất khó khăn mặc dù hậu quả của việc không phát hiện là rất lớn.

### 2.3) Kết luận

Tóm lại, ta có thể thấy việc sử dụng hàm/tiêu chí đánh giá truyền thống cũng như kĩ thuật/mô hình truyền thống thường không có hiệu quả trong việc phân loại đúng các mẫu thuộc lớp nhỏ. Mà trong nhiều bài toán thực tế, các lớp nhỏ lại lại là lớp được quan tâm hơn, và cần được phân loại chính xác hơn là lớp lớn[[8]](#footnote-7).

## 3)Phương pháp/ kĩ thuật xử lý:

### 3.1) Thay đổi tiêu chuẩn đánh giá:

Xem xét bài toán 2 lớp với Confusion Matrix:

|  |  |  |
| --- | --- | --- |
|  | Dự đoán: Positive | Dự đoán: Negative |
| Positive class | True Positive (TP) | False Negative (FN) |
| Negative class | False Positive (FP) | True Negative (TN) |

Như đã nói ở trên, Accuracy hay Error rate không còn là phép đo phù hợp đối với bài toán Class Imbalance. Người ta cần dùng phép đo mà trong đó bao hàm phân phối các lớp, trước tiên ta xét các phép đo sau:

* True positive rate: TPrate = là số phần trăm các mẫu Positive được phân loại đúng.
* True negative rate: TNrate = là số phần trăm các mẫu Negative được phân loại đúng.
* False positive rate: FPrate = là số phần trăm các mẫu Positive được phân loại sai.
* False negative rate: FNrate = là số phần trăm các mẫu Negative được phân loại sai.

Với mục tiêu phân loại tốt nhất cho tất cả các lớp, ta không thể dùng 4 phép đo trên một cách tách biệt. Một cách thường được dùng trong bài toán Class Imbalance dung hòa 4 phép đo trên chính là phân tích biểu đồ Receiver Operating Characteristic (ROC) hay thường gọi là ROC Curve. ROC curve là đường thể hiện tương quan giữa hai đại lượng TP rate và FP rate, nói cách khác, là đánh đổi giữa benefits (TP rate) và costs (FP rate).

Đối với các classifier mà đầu ra là xác suất mẫu thuộc một class, người ta cần quyết định Decision Threshold (gọi tắt DT): xác xuất đạt trên mức thì thuộc về class ấy. Việc đưa ra Decision Threshold một cách cảm tính dẫn đến hai hậu quả: 1) Ảnh hưởng đến quá trình đánh giá mô hình nếu dùng phép đo truyền thống như Accuracy; 2) Việc so sánh các mô hình có DT khác nhau là không thể.

Để giải quyết vấn đề trên, ROC Curve là đường đồ thị biểu diễn tập tất cả các DT có thể dùng, được vẽ trong đồ thị có trục X là FP và trục Y là TP (miền giá trị của 2 trục là từ 0 đến 1). Trong đó, điểm (0,0) và (1,1) thể hiện những classifier vô dụng luôn phân loại các mẫu là Negative và Positive, điểm (0,1) thể hiện classifier lý tưởng nhất. Sau khi có ROC curve, người ta đưa ra phép đó AUC - Area Under Curve: diện tích vùng nằm bên dưới ROC curve tạo ra bởi đường này và các cạnh đồ thị.

Chỉ số AUC dành cho classifier tốt thường nằm từ mức 0.5 ( dự đoán hoàn toàn ngẫu nhiên 50/50) và 1.0 (classifier lý tưởng). AUC chính là chỉ số thể hiện năng lực phân biệt (distinguishing) giữa 2 class. Tương tự, có nhiều phương pháp dựa trên graphic được đánh giá là hiệu quả trong đánh giá hiệu quả của classifier[[9]](#footnote-8) như sử dụng precision-recall graphs[[10]](#footnote-9), cost curve[[11]](#footnote-10),v..v..

Một metric khác thường được sử dụng như F-measure:

F-measure =

Trong đó Precision = , Recall =(= TPrate) và là hệ số điều chỉnh tương quan giữa Precision và Recall, với lựa chọn phổ biến là 1: thể hiện độ quan trọng ngang nhau giữa hai giá trị này.

Hoặc Geometric Mean (G-mean):

G-mean =

Với Sensitivity = TPrate và Specificity = TNrate.

### 3.2) Các hướng tiếp cận dữ liệu và tiếp cận thuật toán

Nhiều phương pháp giải quyết vấn đề Class Imbalance đã được đưa ra, đi theo các hướng tiếp cận về dữ liệu, về thuật toán hoặc cả hai.

Ở hướng tiếp cận về dữ liệu (Data-level Approaches), mục tiêu chính là cố gắng cân bằng lại phân phối các lớp (class distribution) bằng cách resampling bộ dữ liệu. Người ta đưa ra nhiều phương pháp resampling sử dụng phối hợp với nhiều hệ thống phân lớp (Classification System) khác nhau.

Ở hướng tiếp cận về thuật toán (Algorithm-level approaches), người ta dựa trên hiểu biết về một thuật toán learning có sẵn, hiểu biết về lĩnh vực thực tế mà thuật toán đó áp dụng, tại sao thuật toán learning đó thất bại với tình huống Imbalance Class để phát triển giải pháp cải tiến. Một hướng tiếp cận khác trong nhóm này là Recognition-based One-class learning: người ta tạo ra model chỉ học các mẫu từ 1 class được quan tâm (cần nhận diện). Mục tiêu của model này là với 1 mẫu mới được đưa ra, nó nhận diện độ tương tự (similarity) của mẫu này với class mục tiêu. Hai thuật toán được đưa vào nghiên cứu theo hướng tiếp cận này là SVM[[12]](#footnote-11) và Neural Network training[[13]](#footnote-12).

### 3.3) Cost-sensitive learning

Giải pháp Cost-sensitive learning phối hợp cả hướng tiếp cận về dữ liệu và thuật toán. Bằng cách áp đặt trọng số chi phí cho việc đánh giá sai 1 mẫu, phương pháp này tạo ra tình huống: việc phân loại sai cho mẫu của lớp nhỏ có chi phí lỗi lớn hơn. Sau đó bằng cách hướng đến giảm chi phí này cũng như tổng chi phí lỗi chung, việc dự đoán mẫu thuộc lớp nhỏ sẽ dần chính xác hơn. Trọng số chi phí có thể được gán theo lớp, hoặc gán khác nhau theo mỗi mẫu; có thể được tích hợp vào một thuật toán learning, hoặc vào một phân đoán của hệ thống phân lớp.

Một kĩ thuật cost-sensitive classification tạo ra ma trận chi phí và kết hợp vào quá trình xây dựng mô hình, cuối cùng hướng đến mô hình có chi phí thấp nhất có thể. Hai hướng đi chính trong phương pháp này:

* **Direct Methods**: Trực tiếp đưa trọng số chi phí vào trong các thuật toán có sẵn và tối ưu hóa các chi phí này. Ví dụ trong các giải thuật di truyền, chi phí lỗi cho việc phân loại sai có thể được đưa vào fitness function.
* **Meta-learning**: Không làm thay đổi thuật đoán gốc mà tích hợp trọng số chi phi vào các cơ chế tiền xử lý của training data (sampling) hoặc sau khi có output (threshold).

### 3.3) Ensemble learning và AdaBoost

**3.3.1) Ensemble learning**

Còn được gọi là Multiple Classifier System, ý tưởng cơ bản của Emsemble learning là xây dựng nhiều classifier từ dữ liệu gốc và tổng hợp dự đoán của chúng khi phân loại mẫu mới chưa biết. Động lực chính của phương pháp này là thông qua tổng hợp để gia tăng năng lực tổng quát hóa (generalization ability) của các classifier: bởi vì lượng dữ liệu sử dụng để train là có hạn (đặc biệt đối với lớp nhỏ), các classifier thành phần có thể mắc lỗi, nhưng các pattern bị phân loại sai đối với mỗi classifier thành phần không nhất thiết giống nhau[[14]](#footnote-13).

Phương pháp ensemble được xem là một giải pháp mạnh mẽ với bài toán Class Imbalance Problem[[15]](#footnote-14) [[16]](#footnote-15) [[17]](#footnote-16). Phương pháp này dựa trên sự tổng hợp nhiều thuật toán learning, giải pháp cost-sensitive learning và các kĩ thuật khác[[18]](#footnote-17):

* **Cost-sensitive Emsemble:**
  + **Cost-sensitive Boosting**: AdaCost16 [[19]](#footnote-18), AdaC115, AdaC215,v..v..
* **Data Preprocessing + Emsemble Learning:**
  + **Boosting-based**: SMOTEboost[[20]](#footnote-19), RUSBoost14,v...v..
  + **Bagging-based**[[21]](#footnote-20): OverBagging, UnderBagging, Random Forest[[22]](#footnote-21) v..v..
  + **Hybrid**: EasyEnsemble13, BalanceCascade13,...

**3.3.2) Adaboost:**

Thuật toán Adaboost gán 1 trọng số cho mỗi mẫu thể hiện độ quan tâm đối với mẫu đó, những mẫu thường bị phân loại sai bởi các classifier trước sẽ được gán trọng số lớn nhất. Từ đó, classifier sau để tối ưu hóa Objective/Loss/Cost function sẽ hướng đến việc phân loại các mẫu đó đúng hơn: trong quá trình train, trọng số của các mẫu đã bị phân loại sai sẽ tăng dần trong khi trọng số của các mẫu đã được phân loại đúng sẽ giảm dần. Sản phẩm cuối cùng là tổng hợp của các classifier thành phần, có thể có trọng số đi kèm với mỗi classifier.

Thuật toán Adaboost (mã giả):

\_\_\_\_

Input: S=(x1,y1), (x2,y2),... (xn,yn) với xiX, yi Y.

Initialize: D1(i) = 1/n

For t=1,...T

1. Train base classifier htY với phân phối Dt.
2. Tính toán trọng số của classifier hiện tại.
3. Cập nhật lại phân phối trọng số các sample Dt+1.

Output:

Final classifier H(x):= sign(tht(x) )

\_\_\_\_

Chú thích:T là số round thực hiện training,là 1 hệ số chuẩn hóa cho các classifier thành phần khi tham gia tông hợp, Di là phân phối trọng số các sample ở round thứ i (với ý nghĩa như đã đề cập ở phần lý thuyết).

# III) Các phương pháp Sampling:

Như đã nói ở phần hướng tiếp cận dữ liệu, các lợi thế của phương pháp Sampling có thể kể đến như: 1) Có thể phối hợp với nhiều kỹ thuật đã nêu ở trên, tuy nhiên lại hoàn toàn có thể độc lập với các thuật toán learning mà chúng phối hợp; 2) Phương pháp này trực tiếp, dễ áp dụng cũng như thường xuyên được tích hợp trong các hệ thống phân lớp. Các khuyết điểm dễ thấy là: 1)Ta không biết chính xác phân phối lớp nào là tối ưu; 2) Tiêu chí chọn mẫu để sampling rất quan trọng nhưng phụ thuộc vào bài toán và người quyết định; 3) Các rủi ro tác động đến thông tin quan trọng trong dữ liệu.

Có thể kể ra 3 hướng đi chính trong phương pháp Sampling:

* **Oversampling**: Nhân số lượng dữ liệu của lớp nhỏ lên nhiều lần để có một bộ dữ liệu cân xứng hơn. Điều cần quan tâm là cách chọn các mẫu để nhân lên (tránh mất đi các features quan trọng), rủi ro của việc tăng nhiễu có sẵn trong lớp nhỏ, hoặc tăng khả năng overfit của mô hình.
* **Undersampling**: Giảm số lượng dữ liệu chênh lệch xuống, bằng cách chọn mẫu của lớp lớn để loại bỏ/giữ lại cho đến khi bộ dữ liệu cân bằng. Phương pháp này thường áp dụng với trường hợp dữ liệu lớn, khuyết điểm là dễ làm mất thông tin quan trọng mà có thể ảnh hưởng đến quá trình learning.
* **Hybrid**: Sử dụng cả 2 phương pháp nêu trên. Ví dụ: ta có 60 mẫu thuộc lớp nhỏ (~3%) và 1918 mẫu thuộc lớp lớn (~97%), ta có thể tạo thêm số mẫu thuộc lớn nhỏ cho đến khi đạt 120 mẫu, đồng thời lấy ngẫu nhiên 120 mẫu từ lớp lớn, sau đó học trên tập đã cân bằng này.

## Random:

Hướng đi cơ bản nhất chính là chọn ngẫu nhiên các mẫu để thực hiện Oversampling và Undersampling. Khuyết điểm của Random Over-Sampling (ROS) là dễ tạo ra quá nhiều mẫu giống nhau, dẫn đến tình trạng overfit cho mô hình. Đối với Random Under-Sampling (RUS), ta có thể vô tình loại bỏ các thông tin quan trọng đối trong dataset.

## SMOTE :

Được đưa ra bởi N.V.Chawla, K.W.Bowyer, L.O.Hall, W. Philip Kegelmeyer vào năm 2002, là viết tắt của Synthetic Minority Over-sampling TEchnique. Hướng tiếp cận này được truyền cảm hứng bởi một kĩ thuật trong lĩnh vực nhận dạng kí tự viết tay (Ha & Bunker, 1997): tạo thêm mẫu ký tự viết tay mới từ các mẫu cũ bằng các phép biến đổi xoay, nghiêng. Đối với SMOTE, ý tưởng là tạo thêm các mẫu tổng hợp mới (synthetic) trên không gian đặc tính (feature space) thay vì không gian dữ liệu (data space). Cách thực hiện là, đối với mỗi mẫu của lớp nhỏ đang được xem xét, tạo ra thêm mẫu tổng hợp trên đoạn thẳng giữa mẫu này và 1 trong số k láng giềng cùng lớp gần nhất.

Cụ thể, với mỗi mẫu được xem xét, ta có các bước sau:

1. Tìm k láng giềng gần nhất (Nearest Neighbor-NN) thuộc cùng lớp (trong feature space)
2. Chọn 1 láng giềng trong đó để lấy vector từ mẫu đang xét đến láng giềng ấy.
3. Tạo ngẫu nhiên một số giữa 0 và 1 và nhân với vector vừa chọn, ta tìm được một điểm trên vector. Tạo một mẫu mới cùng lớp trên điểm ấy.
4. Ở một vài biến thể, ta có thể tạo mẫu mới với tất cả các láng giềng tìm được, hoặc có thể chọn ngẫu nhiên 1 láng giềng như trên.

Nhiều biến thể, cũng như phát triển của phương pháp SMOTE đã được nghiên cứu, ví dụ như phối hợp với kĩ thuật boost để tạo ra SMOTEboost20, định nghĩa và tích hợp trọng số để tăng tính chọn lọc như Safe-Level-SMOTE[[23]](#footnote-22) hay ADASYN (Adaptive Synthetic Sampling)[[24]](#footnote-23)

## Informed Undersampling:

Một phương pháp tiêu biểu là phối hợp sử dụng K-nearest neighbor (KNN) classifier trong quá trình undersampling. Dựa trên tính chất mất cân bằng của dữ liệu, các phương pháp KNN undersampling đã được đưa ra[[25]](#footnote-24): NearMiss-1, NearMiss-2, NearMiss-3. Phương pháp NearMiss-1 giữ lại những mẫu thuộc lớp lớn có khoảng cách trung bình đến k láng giềng gần nhất thuộc lớp nhỏ là bé nhất. Phương pháp NearMiss-2 giữ lại những mẫu thuộc lớp lớn có khoảng cách trung bình đến k láng giềng xa nhất thuộc lớp nhỏ là bé nhất. NearMiss-3, với mỗi mẫu thuộc lớp nhỏ, chọn giữ lại k mẫu thuộc lớp lớn là láng giềng gần nhất với chúng. Các biến thể khác có thể kể đến như Edited Nearest Neighbor (ENN): Chọn 1 lớp chiếm số đông trong k-NN của một mẫu, nếu mẫu đó không thuộc “lớp đa số” này thì loại bỏ mẫu đó; hoặc Condensed Nearest Neighbor: chọn ra 1 subset sao cho với mỗi mẫu, k-NN chúng đều thuộc cùng lớp với mẫu ấy.

## Ensemble-based Method:

Trong phương pháp RUS truyền thống, việc mất thông tin (information loss) là một bất lợi lớn, người ta đưa ra cách kết hợp với Ensemble Learning[[26]](#footnote-25). Hai ví dụ tiêu biểu là phương pháp EasyEnsemble và BalanceCascade.

Hiện thực của EasyEnsemble rất trực tiếp: phát triển một hệ thống learning bằng cách thực hiện RUS nhiều lần trên lớp lớn độc lập với nhau, để tạo ra các subset của lớp lớn (có kích thước cân bằng với lớp nhỏ), mỗi subset này kết hợp với lớp nhỏ tạo thành 1 bộ dữ liệu, sau đó xây dựng hệ thống multiple classifiers mà mỗi classifier học trên 1 bộ dữ liệu kết hợp riêng trên.

Đối với BalanceCascade, ý tưởng chính là tạo ra hệ thống ensemble learning có thể tự chọn loại bỏ các mẫu thuộc lớp lớn qua mỗi round: các mẫu thuộc lớp lớn đã được phân loại đúng sẽ được chọn để loại bỏ khỏi learning set của round tiếp theo. (Ta có thể kết hợp xây dựng mô hình giống EasyEnsemble cho phương pháp này).

Ta đều có thể dùng AdaBoost cho 2 phương pháp trên.

## Các phương pháp khác:

### 5.1) Tomek Link Removal:

Một cặp 2 mẫu được gọi là Tomek Link nếu chúng thuộc khác class và đều là NN của nhau. Phương pháp này loại bỏ tất cả Tomek link từ Dataset (hoặc trong một biến thể khác, chỉ loại bỏ trong tập lớp lớn).

### 5.2) Cluster centroids:

Phương pháp này thay thế các mẫu của một cụm (cluster) bằng trung tâm của cụm ấy (cluster centroid) do một thuật toán K-means tìm ra. Tùy theo mức độ undersampling mà người ta chọn số mẫu để thực hiện việc này.
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